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Gravitational-wave detectors
Noise characterization

→ Introduction / motivation

→Spectral noise
– gravitational-wave detector sensitivity
– noise budget
– noise spectral features

→ Transient noise
– monitoring and characterization
– investigation and mitigation
– search vetoes

→ Low-latency noise characterization
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Definition

LIGO and Virgo detector characterization group:

→ provide tools to monitor the detector status and noise

→ characterize the detector noise (spectral and transient)

→ assist the commissioning to improve the detector sensitivity

→ provide data quality information to search groups

→ produce event vetoes both for time and frequency domain

→ provide the infra-structure to access vetoes online and offline

→ vet gravitational-wave detections
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Detector monitoring
LIGO (Livingston) summary pages
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Detector monitoring
Virgo monitoring pages
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Run statistics
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Run statistics



Run statistics
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Definition

LIGO and Virgo detector characterization group:

→ Provide tools to monitor the detector status

→ characterize the detector noise (spectral and transient)

→ Assist the commissioning to improve the detector sensitivity

→ provide data quality information to search groups

→ produce event vetoes both for time and frequency domain

→ provide the infra-structure to access vetoes online and offline

→ vet gravitational-wave detections
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CBC search Burst search

Motivation: spectral searches

→ Continuous waves produced by a pulsar would appear as a line in the spectrum

→ A stochastic background of gravitational-waves would appear as a specific structure in the spectrum, the shape of which depends on the source

→ The detector characterization group studies noise spectral features to exclude an instrumental/environmental origin
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CBC search Burst search

Motivation: transient searches

→ Transient searches are contaminated by spurious noise events mimicking GW signals

→ Background distribution is highly non-Gaussian

→ The detector characterization group studies the events in the tails and designs vetoes
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2 1 + 𝐶cos δϕ45 − 𝐶sin δϕ45 ×δϕ:; 𝑡

δϕ 𝑡 = δϕ45 + δϕ:;

Michelson interferometer

𝐿

→ A gravitational wave is detected as a power variation

→ Many noise sources can produce a power variation

δϕ:; = 2𝑘ℎ𝐿

δϕ45 = 2𝑘Δ𝐿

ℎ = Δ ⁄𝐿 𝐿

Gravitational-wave detection
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GW detectors' readout system provides at any instant an estimate of 
strain: a quantity that is sensitive to arms' length difference:

→ Digitized discrete time series: raw(t) (sampled at 16384 Hz or 20000 Hz) and 
synchronized with GPS clocks.
→ Calibration of raw(t): apply a frequency dependent factor (in reality this is a bit 
more complicated : see Joseph’s talk!)

→ time series = detector noise + all hypothetical GW signals

ℎAB$ 𝑡 = 𝑛 𝑡 + 𝐺𝑊 𝑡

Gravitational-wave strain data

ℎAB$ 𝑡
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The level of noise is measured using the power spectral density (PSD)

= Fourier transform of the noise autocorrelation function (Wiener-Khinchin theorem)

Several elements to consider:

→ We only want the power of stationary noise (excluding signals and transient noise)

→ We work with a finite data set

→ The noise is non-stationary

Noise power spectral density

𝑆) 𝑓 = H
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→ Power spectral density estimator for finite data set: periodogram =

→ Improved estimator:
– average multiple periodograms (M) to reduce the variance
– noise is non-stationary: T should not be too long (a few minutes)
– use windowed data to limit spectral leakage
– Welch approach: average of periodograms computed over overlapping windowed data segments

→ Sensitivity measured using the noise power spectral density :

+ median-to-mean correction

→ One-sided / Two sided PSDs

→ Amplitude power spectral density:

𝑆) 𝑘 = 𝑀𝑒𝑑𝑖𝑎𝑛UVWXY
1
𝑁𝑓[

\
]^U
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Noise power spectral density



6/25/19 Florent Robinet 17

Noise power spectral density

Noise amplitude spectral density estimate for gravitational-wave detectors
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Fundamental noise
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Technical noise

On top of fundamental noise, many technical noises must be considered

→ beam pointing / alignment

→ control noise

→ light scattered by detector components (mirror defects, towers, optical parts, …)

→ instrumental noise: laser, thermal compensation system, electronics...

→ environmental noise:
– cooling fans, air conditioning, power lines...
– human, sea activity, weather, airplanes...
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Noise budget

Noise budget = consider all possible noise sources and try to estimate the contribution to the measured noise curve.

A noise source is described by
1/ an amplitude
2/ the way it couples to the detector (transfer function)

Amplitude:
→ modeled (ex: shot noise)
→ measured offline
→ measured online with auxiliary channels (ex: control noise)

Transfer function:
→ modeled
→ modeled with factors measured experimentally
→ measured with noise injections

Over 100 noise sources must be considered.

→ Add in quadrature all the noise contributions
→ Compare with the measured noise curve
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Noise budget (selection)

(Virgo O2)
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Noise budget (selection)

(Virgo O2)

Shot noise (analytical model)

𝛿𝑃[g"$ =
2𝑃Uℏ𝑐
𝜆

PD electronic noise
measured with shutter closed

Scattered light
monitored using the DC power
In the central interferometer

Laser frequency control
(spectral lines)

Thermal noise from wire suspensions (steel in O2)
(analytical model)

Control noise (MICH dof)
dominant for f < 25 Hz
(subtracted by active feed-forward)
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Noise budget

(Virgo O2)
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Noise spectral features

Noise spectral features can be classified based on the morphology and time evolution

→ “Bumps” are typically associated to non-stationary sources

→ Lines associated to mechanical resonant modes (mirror or suspension): typical Lorentzian spectral shape

→ A line can appear/disappear: often associated to devices switching on and off

→ Wandering lines have a frequency evolving with time, sometime in a periodic way (following the temperature evolution or a clock periodicity)

→ Very narrow lines are often associated to electronic devices

→ Line combs, often associated to digitized clocks

→ Line harmonics resulting from the coupling of 2+ frequencies

→ The line frequency can be associated to electronic devices: cooling fans, vacuum pumps, water pumps, Wi

→ Spectral noise investigation is often based on a deep knowledge of the detector and its environment
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Thousands of auxiliary channels are used to monitor the instruments
– environmental sensors
– detector sub-systems
– detector control

Noise injection campaigns are conducted to identify the detector's response to different noise stimulation

Auxiliary signals are analyzed to find correlations with noise features in the detector sensitivity.

Monitoring the noise
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Wandering lines
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Environmental noise

Cooling fans: mechanical vibrations coupling to the detector
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Wandering lines

Noise disturbances (EM) produced by electronic devices are typically very sensitive to temperature. Example of test experimen
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Comb of lines

Combs are often produced by clocks
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Measure the coherence between spectra of 2 channels
Brute force: examine all auxiliary channels

Investigating the spectral noise

Example:

50 Hz line + harmonics have a very high coherence with lines measured in magnetic sensors

--> Europe mains frequency = 50 Hz

Investiagtion tools are run every day to report a list of interesting channels
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Spectral noise summary

A database is used to record our knowledge of spectral features
→ time of appearance/disapearence
→ central frequency
→ bandwidth
→ origin, if known
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Transient noise
Definition (glitch):
Short-duration power excess caused by the instrument or by its environment

→ Having a good sensitivity curve is a requirement but it is not sufficient
→ The sensitivity of transient searches (CBC/burst) is limited by glitches
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Q transform = short Fourier Transform with a Gaussian window  (window size ~ 1/f)

→ Tiling: Q planes with frequency rows (log) subdivided in time tiles (linear)

Qtile

ttile

Φtile

The Q-transform

Q transform coefficient
Xtile
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The time series must be whitened. Several methods are used :
- reweighting of frequency bins
- linear prediction

→ white noise

Data whitening

The Q-transform of whitened data directly provides a measure of signal

ttile

Φtile

- peak time and duration
- peak frequency and bandwidth
- SNR
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Time-frequency maps

The Q transform is computed for every tiles → SNR
→ maps

Maps are stacked up, tiles with highest SNR values are displayed on top

GW150914
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LIGO - Livingston
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Output power

Output power

SignalGW150914
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LIGO - Livingston

0.00 0.10 0.20 0.30 0.40 0.50

LIGO - Hanford

0.00 0.10 0.20 0.30 0.40 0.50

ℎ 𝑡

ℎ 𝑡

Data is calibrated
→ GW strain amplitude h(t)
(including high-pass filter f > 10 Hz)

SignalGW150914
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LIGO - Livingston

LIGO - Hanford

Data are low-pass filtered
(here, < 500 Hz)

SignalGW150914
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Data are whitened

SignalGW150914
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LIGO - Livingston

LIGO - Hanford

Signal

Time-frequency decomposition
(Q transform)

GW150914
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Triggers

A trigger = a tile with a SNR value above a given threshold

SNR > 5

SNR threshold
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Triggers

Triggers are clustered in time

One cluster:
– time
– frequency
– Q value
– SNR
→ given by the tile with
the highest SNR

+ duration, bandwidth...

One cluster

For noise investigation we will always work with clusters

Clusters will be called « triggers » for simplicity.
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Glitches

→ High rate of glitches
→ Specific distribution in time/frequency/SNR → we will exploit this for investigation
→ Use glitch population for characterization studies

One typical week of glitches in Virgo data (O2)
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Glitches
One typical week of glitches in Virgo data (O2)
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Signal spectrograms
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Glitch spectrograms

→ Glitch time-frequency distribution can be very specific
→ With experience, the noise source can identified when looking at time-frequency plots
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Glitch morphology

→ Glitch time-frequency distribution can be very specific
→ With experience, the noise source can identified when looking at time-frequency plots
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Glitch classification

Glitch classification projects

ex. citizen science ”gravity spy”

Machine learning algorithms

→ classify glitches for noise investigations

→ Test similarity of GW detections with glitch families

→ Detect GWs (?!)
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Glitch-to-glitch example
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Glitch-to-glitch example
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Glitch-to-glitch example
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Glitch-to-glitch example
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Glitch coupling: visual analysis
Glitches can be investigated “by hand”

→ All auxiliary channels are scanned and spectrograms are produced

→ Plots and results are displayed on a web page

→ Plots are visually inspected

→  Correlations between channels are searched for

Example:
Missing sample in mirror control loops due to some delay to compute the feedback
→ kick in the mirror
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Glitch-to-glitch example

Occasional loud magnetic glitches → lightning strikes

Good witness channels: magnetometers
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Brute force glitch coupling
We developed tools to study glitch-to-glitch coupling with auxiliary channels

UPV algorithm
→ Scan triggers of hundreds of auxiliary channels
→ Perform time coincidence
→ The coupling is “real” if the fraction of coincidences is important  

Auxiliary channel triggers

h(t) triggers

h(t)trigger SN
R

B8_DC trigger SNR

SNR threshold Scattered-light glitches
caused by bad weather conditions
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Brute force glitch coupling

EXCAVATor
→ Isolate a list of glitches
→ Scan auxiliary channel values (or derivative) at the time of the glitches
→ The coupling is “real” if the distribution of values differs from a distribution taken at random times

Glitches caused by light scattered by vibrating objects:

The frequency of the arches is proportional to the velocity of the scattering object.
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Alignment glitches

Alignment glitches

Caused by beam pointing fluctuations

When the beam deviates from its nominal position it can hit a vibrating object which scatters the light
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Alignment glitches

Glitches can be removed when alignment signals deviate from nominal

VETO
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Glitch vetoes

→ Lists of time segments are produced to flag bad

→ When conducting a GW search, glitches are vetoed by rejecting bad

→ Specific vetoes are selected for a given search

→ When designing a veto, care is taken:
– to limit the rejected time
– to check that vetoes are not
coupled to GW signals!

Before/after applying O2 Virgo vetoes
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Veto performance

Abbott et al. CQG 35 6 (2016)

Impact of O1 vetoes (LIGO) on CBC searches
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Motivation: transient searches

→ Transient searches are contaminated by spurious noise events mimicking GW signals

→ Background distribution is highly non-Gaussian

→ The detector characterization group studies the events in the tails and designs vetoes

CBC search Burst search
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Motivation: transient searches

→ Transient searches are contaminated by spurious noise events mimicking GW signals

→ Background distribution is highly non-Gaussian

→ The detector characterization group studies the events in the tails and designs vetoes

→ The background of transient searches is composed of random coincidences

→ What about correlated noise?
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Schumann resonance

Correlated noise
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70

Handford

Livingston

Virgo

Low-latency searches

MWA

LOFAR

VLA

VLT

SkyMapper Master

TAROT

TOROS

Pi of the Sky

LOFAR

Swift Fermi Integral
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70

Handford

Livingston

Virgo

LIGO-Virgo data are recorded at the sites:
– O(100,000) channels / detector
– online reconstruction → h(t) data

~ + 10 seconds

Low-latency searches
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70

Handford

Caltech

Livingston

Virgo

LIGO-Virgo data are transfered to computing centers:
– Caltech, USA
– Virgo, Italy
→ Low-latency searches are conducted

~ + 1 second

70Low-latency searches
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70

~ + 60 seconds

70Low-latency searches
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70

GW
151226

70GW candidate database
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70

GW
151226

+1 min
modeled search

physical parameters
(preliminary)

GW candidate database
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70

GW
151226

+1 min
modeled search

physical parameters
(preliminary)

FAR ~ 950 yr-1

GW candidate database
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70

GW
151226

+1 min
modeled search

physical parameters
(preliminary)

multiple detections over time

FAR ~ 950 yr-1

GW candidate database
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70GW candidate database
In O3, significant events uploaded in the database are publicly available (immediately!)
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70Public GCN notice

Since O3, GCN notices are issued publicly and automatically

+ 6 min
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70

→ Preliminary GCN notice is issued

→ Electronic alerts (emails, texts, phone calls) are sent to LIGO-Virgo people

→ Virtual meeting with many people
– detector control rooms
– detector experts
– run coordinators
– detector characterization experts
– search pipeline managers
– calibration experts

Human vetting

→ The gravitational-wave candidate is scrutinized:
– data quality
– detector status
– event preliminary parameters
– first sky map

→ GCN notice is updated
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70GCN circular updates
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70Detector characterization online pipeline
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70Detector characterization online pipeline
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70Detector characterization online pipeline
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70State vector

State vector bit definition:

0:  h(t) was successfully computed

1:  science mode button is pushed

2:  observation ready

3:  h(t) was produced by the calibration pipeline

4:  calibration filters settled in

5:  No stochastic HW injections

6:  No CBC HW injection

7:  No burst HW injection

8:  No HW injections for detector characterization

9:  No continuous wave HW injection

10: good data quality (CAT1 type)

11: interferometer is locked

This bit (@1Hz) flags serious detector malfunctions and very loud glitches

Current definition :
- Saturation of output port photodiodes
- Saturation of suspension coil drivers
- Saturation of omicron glitch rate (DARM)

The state vector is used to tell the online pipelines when to process the data
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70Detector characterization online pipeline
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70h(t) gating
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70h(t) gating
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70h(t) gating

Virgo implementation:
Open a gate whenever the BNS range drops below 60% of its nominal value (+ < 1s)
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70h(t) gating

h(t)

BNS
RANGE

GATE
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70Detector characterization online pipeline
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70Veto streams

veto(t)
Auxiliary
channels
input 50 Hz

1
0

Goal:
→ produce a veto channel informing the searches when the data is contaminated with a glitch

What:
→ a channel taking 1/0 values:  1= “BAD”, 0=“GOOD”

How:
→ online monitors are flagging the data when the quality is bad (~250 channels)
→ select the relevant flags for a given search
→ combine the flags into a single channel
→ revisit the flag selection as often as possible  

LIGO equivalent: iDQ, Reed Essick et al. CQG (2013)
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70Detector characterization online pipeline
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70Data quality report (DQR)

A DQR analysis
is triggered
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70Data quality report (DQR)

→ A DQR web page is automatically generated whenever an event is uploaded to graceDB

→ Tens of checks are performed to characterize the data quality around the time of the event

→ The results of the checks are uploaded to graceDB
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70Data quality report (DQR)

Data quality checks

→ detector status

→ h(t) spectrograms + full scans of aux. channels

→ check online data quality flags

→ check noise stationary

→ check environment
– earthquakes around the globe
– weather, sea activity

→ detchar analyses
– brute force coherence
– glitch-to-glitch coupling

→ scan all online process log files

→ sub-system data quality

Results are checked
by humans
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70Detector characterization (future) challenges

→ Transient noise modeling based on auxiliary signals

→ Transient noise subtraction

→ Automatic data quality validation of GW detection (take the human out of the loop)

→ Completely integrate detector characterization in the search pipelines
– ranking statistics including auxiliary channels
– technical challenge: transfer raw data at a single location

→ Use machine-learning techniques in main stream analyses


